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Measures of Interobserver Agreement: Calculation
Formulas and Distribution Effects
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Seventeen measures of association for observer reliability (interobserver
agreement) are reviewed and computational formulas are given in a
common notational system. An empirical comparison of 10 of these
measures is made over a range of potential reiiability check results, The
effects on percentage and correlational measures of occurrence frequency,
error frequency, and error distribution are examined. The question of
which is the "‘best’’ measure of interobserver agreement is discussed in
terms of critical issues to be considered
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INTRODUCTION

Comparisons of reliability measures are difficult for the behavioral
investigator due to two factors. First, most original articles use notational
systems unique to the author, which makes direct comparisons difficult.
For example, Kendall and Stuart (1961, p. 539) discuss a coefficient of
association, Q, defined by the equation
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whereas Fleiss (1973, p. 45) reviews a measure of association, 0, defined as
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The two formulas are exacily equivalent, as might be inferred from the
reference of both chapters to Yule (1900}, but it would require a translation
from one notation system to the other for the reader to convince himself
that this is so. A more extreme ilustration of this potential difficulty
occurred recently, Yelton et al, (1977) published an article proposing a
relatively complex formula that yielded a probability estimate of the
observed number of agreements {or more) occurring between two observers
by chance. Hartman (1979) pointed ouf that, when transformed, this
measure turns out o be equivalent to the Fisher Exact Probability Test, an
equivalence obviously missed by the original reviewers. A final example of
this same difficulty: Sloat (1978) demonstrated that the ‘““‘weighted-means’’
formula proposed by Farkas (1978) could be simplified to the weighted total
percentage agreement formula (see below).

Determining the equivalence of complex formulas through
transformation may be difficuit enough when they are represented in the
same notation system. When the reader must cope with different symbols,
often different breakdowns of the raw concordance data, and different
transformation of formulas, the nonmathematician is tempted to give up.
Unfortunately, few general review papers are available and none within the
behavioral literature. Hartmann (1977) considers only kappa, phi,
agreement percentage, and occurrence percentage among the available
interval (or *‘trial’’) measures, The same is irue of Kent and Foster (1977).
Hawkins and Dotson (1975) consider four different percentage formulas
{agreement, occurrence, nonoccurrence, and averaged
occurrence/nonoccurrence) but no correlational measures. Therefore the
interested party must obtain original articles and then translate formulas
into a uniform base for comparison.

The second difficulty is that even though the computational formula
completely states and detertnines the resulting numerical measures, for the
mathematically unsophisticated the practical consequences of different
interpretations are not always apparent. As an example, the reader might
consider the formulas for kappa, phi, and lambda in Fig. 2. The
computational formulas of kappa and phi yield highly similar results,
identical under a wide range of specificable conditions (B = ). Both differ
from lambda, which computationally yields a dissimilar result, identical
with kappa and phi under only one limited set of conditions (B = C = 0).
The question is: How many readers could see that this was so when they
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considered the formulas? Most behavioral investigators do not have
sufficient experience with these types of statistics to predict accurately the
statistic distribution from the formula alone.

The present paper first briefly reviews and gives computational formulas
for the most commonly discussed measure of observer reliability calculated
for an interval coding system. An observational interval is a time segment,
usually brief, during which a behavior is scored as either occurring or not
occurring according to the coding system in use, Intervals may be
continuous (one interval ilmmediately following the previous interval) or
time sampled (uncoded periods between intervals), The measures presented
here are caleulated on an interval-by-interval {or ““trial’*) basis; Observers
must agree on not only something happening, but also when it happened.
Measures which do not analyze the data on a trial basis are labeled “*total”’
or *‘session’’—the measures consider only the total recorded frequencies by
observers in calculating their concordance. Session measures for interval or
frequency coding are not presented in the present paper; the interested
reader could consult Hartman (1977). Second, an empirical comparison of
the measures over a range of potential outcome values from a reliability
check is given. Third, the question of the “*bést’* measure is considered briefly.

COMPUTATIONAL FORMULAS

Measures of association between two or more sets of data represent a
topic that has long been of interest to mathematicians. Yule’s early articles
(1900, 1912) discussed several possible approaches to the problem, and in
the past seven decades a Iarge number of statistics have been examined. The
present review is limited to measures which have been used or proposed for
use with observational data or which appear to have clear potential for
consideration. Measures of primarily theoretical interest or measures which
have been generally concluded o be inadequate as a measure of association
(chi square, for instance) are not considered. An extensive literature exists
on this topic and the interested reader is strongly recommended to sample it
directly; basic references include Everitt (1977), Haggard (1958), Fleiss
(1971, 1973, 1975), Goodman and Kruskal (1954, 1959, 1963, 1972),
Kendall and Stuart (1961), and Sarndal (1974).

One common fashion of summarizing the incidence of agreement and
disagreement between two observers is in terms of a two-by-two table such
as that shown in Fig, 1. The different cell totals provide basic information
on the patterns of coding of the two observers across observation intervals
for a given behavior category. Cells A and D represent the number of
agreements on the behavior’s occurrence and nonoccurrence, respectively.
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Observer 2's scoring:

occurrence NOROCCUITENCS

,.{. -
QObserver 1's scoring:
occurrence  + A B
nopoceurrence - C D
yes no
yes yes
yes no
no fiQ

Fig. 1. Two by two matrix notation of interobserver.agreement for
a behavior category.

A = number of agreements on occurrence,

B = number of disagreements where observer 1 coded the
category and observer 2 did not,
number of disagreements where observer I did not code
the category and observer 2 did.
number of agreements on nonoccurrence,
A+ B + C 4+ D = number of intervals coded in
observation,
O,=A + B = frequency of occurrence recorded by

observer 1.

0; = A + C = frequency of accurrence recorded by observer 2.

it

1]

zZY O
n

Cells B and C represent the number of disagreements when one observer
coded the behavior and the other observer did not. The sum of all celis, ¥
{A + B + C + D}, gives the total number of intervals coded in the observa-
tion. Two additional values of interest are the occurrence frequencies of the
behavior recorded by Observer 1; O, {A + B), and by Observer 2, O, (A + C).
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All computational formulas given in Fig. 2 are expressed in terms of
the four cell values A, B, C, and D, It is hoped that this will allow for
greater understanding when comparing alternative procedures. It should be
noted that several of the formulas can be written more concisely by using
the additional notation N, O, and O,.

The first six formulas are all variations of agreement percentage.
Percentage methods yield result varying between ¢ (no association) and
100% agreement (complete association). There are actually only two basic
formulas or approaches to percentage agreement: total agreement and

" specified event agreement (either occurrence or nonoccurrence agreement
percentage). The first analysis considers both of the two possible types of
agreements—agreement that something did happen and agreement that
something did not happen. The second approach restricts interest, at least in
initial analysis, to one of these types of agreement, The other formulas all
represent manipulations of these two basic approaches, usually by assigning
weights to certain cell values, i.e., considering some cells more important
than others (in the extreme case by assigning a weight of zero to a cell and
eliminating its influence on the association measure).’

The first formula given in Fig. 2 is the basic total agreement percentage:
the sum of agreement divided by the sum of agreement plus disagreement.
Although defensible as a measure of association for behaviors with
moderate (40 to 60%) occurrence (Hawkins and Dotson, 1975; Kratochwil}
and Weizel, 1977), total agreement methods are seldom seen as acceptable,
The difficulty is that with either very frequent or very infrequent events, the
probable large number of agreements On NONOCCULFENcE OT OCCUTIEnce,
respectfully, will produce high {(*‘inflated””) agreement values almost
regardless of how ““together”’ the observers are (e.g., Hawkins and Dotson,
1975; Hartmann, 1977; Repp ef al., 1976). For example, if both record the
behavior as occurring 10% of the time (O, = 10, O: = 10} then the
minimum total agreement percentage between them will be 80% agreement,
even if they never agreed on the behavior happening (A = 0,B = 10, C = 10,
D = 80, TW = 80). '

The alternative percentage approach is to restrict attention to the type
of event (either occurrence or nonoccurrence) of predetermined interest to
the experimenter or of lower frequency. The occurrence and nonoccurrence

'The reader has probably realized that ail percentage formulas could be viewed as variations
of a total agreement formula, with specified event formulas simply being the special cases
where one of the agreement ceils is assigned the weight of zero. Although less parsimonious,
the distinction made in the text is heuristically useful because it conforms to the common
ch]oi;e!s discussed in the behavioral literature regarding percentage measures of observer
reliability.
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Total Agreement Percentage: “percentage agreement” (Hartman, 1977); “agreement
percentage” (Kent and Foster, 1977); “interval by interval” by interval” (Hawkins and
Dotson, 1975}; “point-by-peint” (Kelly, 1977).

=20 o m

A+B+C+D

Occurrence Agreement Percentager “effective percentage agreement” (Hartman,
1977); “scored imterval” (Hawkins and Dotson, 1975); “type I reliability” (Wahler er al,
1976).

A
0 = ————— x 100, 2
A+B+C

Nonoccurrence Agreement Percentage: “unscored interval” (Hawkins and Dotsan,
1975).

D
NO% = m—— - X 100, 3)
B+C+D

Averaged Occurrence/Nonoccurrence Agreement Percentager “mean agreement”
(Hawkins and Dotson, 1975).

[- T +|' ¢ ]
A+B+C B+ C+D) : 1G]
M%:L 15T Jx 100.

Weighted Total Agreement Percentage: *Weighted mean average” (Farkas, 1978);
“Weighted average” (Sloat, 1978).

wie = — 2D 5 00, (5)

A+D+2B+0)

Weighted Occurrence Agreement Percentage.
A
Ch = T8 x 100. ®

Interobserver Agreemeni {Clement, 1976),

E(’A“[(Aﬁla) (1“A+g 124; D)][(C?—D) (1‘A+ ging D)]' 0

Weighted Agreement (Harris and Lahey, 1978; Taylor, 1980).

L e e e B

Fig. 2. Computational formulas for measures of interabserver agreement.
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Kappa (Cohen, 1960).

A +B)(A + O [(C + D)(B + D)
(A+D)—§('AM+B—C+D)] + ('A+B+C+D)1f

K =

HA + B) (A + C) KC + D) (B + D)

A+B+C+D)- i'—'(A+B+C+D) Yt BRTEYICE D)']E )
Weighted Kappa (Cohen, 1968).
- (A+B+C+D) [W1 (A) + W2 (B} + W3 {(C) + W, (D)] {
W { WA TBYA+C)+ WA+ B)(B+ D)+ WalA + CHC + D) + We(C+ DB+ D)

w, = assigned weight. (10

QOccurrence Kappa (Kent and Foster, 1977).

(A+B) (A+C)
@) - [ A+B+0C)

Ka = (11)

(A+B+)(A+C) 1
(A+B+C)*[ BIB O

Nonaceurrence Kappa (Kent and Foster, 1977).

o) - [(C +D) (B +D):]

B+C+D
Kyo = @+C+D) 42

[(C+D) (B+D)]
(B+C+D) ~ | ——ioe——
B+C+D)

Phi: product —moment correlation for dichotomous data; “V”(Yule, 1912).

o= (AD) ~ (BC) _
[(A+B}{C+DY{A+C) (B+D)] (13)
Q (Yule, 1900, 1912).
» AD — BC , (14)
AD + BC

r11 (Maxwell and Pilliner, 1968; Fleiss, 1975).

e 2(AD - BC) _ )
™ A+B(C+D) + (A+CQ) (B+C)

Fig. 2. Continued,
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G Index (Holley and Quildord, 1964; Janson and Vegelius, [979),

G = A+D) - (B+C) (16)
A+B+C+D

Lambda (Goodman and Kruskal, 1954).

)\22A-B—C' - an
2A+B+C

Pi [(Scott, 1955); “r” (Fleiss, 1965)],

4AD — B? — 2BC — C?
£ = . {18)
(2A+B+C)(2D~-B+C)

Probability of A or More Agreements (Yelton et al., 1977).

PA2A0=(%+C) [ (A+C) ][(A+B)I ][(cm)z [ (B+D)! :}
z=a |LZIA+C-DULA+B- | LD-A+2) | [(A+B+C+D)!
*A+C = A+B. a9)

Averaged Agreement Matrix

= X s = Average of cell A value across observations.

Noxz2={5
Xa | X -
Al7B Xp = Average of ¢ell B value across observations. . 0
Xc| Xp| X¢ = Average of cell C value across observations.
Xp = Average of cell D value across observations.

Fig. 2. Continued.

agreement percentage formulas are more ‘‘conservative’’ than the total
agreement percentage, which is described as too “‘liberal.>” The problem with
specified event approaches is that at very low frequencies they may be too
conservative. All percentage measures are in part determined by the size of
the ““base’’: the number of relevant intervals. Suppose that of 100 intervals,
both observers score a behavior 9 times but are discordant on 2 occassions
(A/B/C/D = 8/1/1/90}. Their occurrence agreement percentage is 80%
agreement. Now imagine that only 4 instances were coded, but again they




Interobserver Agreement 45

were discordant on 2 (A/B/C/D = 2/1/1/96). Now their occurrence
agreement percentage is 50%. Yet in both cases the observers made only 2
errors. Part of the problem is that at the lower frequency, each error is
worth 25% of the total possible (note that the total agreement percentage is
the same in both cases: 98%). Since often the behaviors of particular
interest to a behavior therapist may have a low absolute frequency, the
investigator may be unduly penalized by occurrence agreement formulas.

As a compromise Hawkins and Dotson (1975) proposed averaging
occurrence and nonoccurrence agreement percentages for a mean agreement,
Farkas (1978) pointed out a possible bias inherent in this, due to there
typically being an unequal number of intervals involved in the two component
measures, and proposed as a solution assigning each agreement score as
weight based on the number of intervals on which it was computed. Sloat
(1978) demonstrated that this procedure led to a formula equivalent to
simply doubling the weight given to the error cells’ contribution to the total
agreement percentage, i.e., adding an additional penalty factor for mistakes.

The sixth formula in Fig. 2 is one example of a weighted occurrence
agreement percentage measure, The rationale for its nuse is typicaily that one
observer is assigned a ““criterion’” status and the only errors processed in
analysis are when the *‘regular’ observer fails to detect/record a behavior
coded by the criterion observer. The choice of who is regular and who is
criterion is determined by the researcher and not the obtained data; formula
{6) could also be written as

A

Ch=x7¢

x 100,

There seems little justification for ignoring the occurrence of one type of
observer disagreement, but this method does have an important advantage:
1t is quicker and easier to tally manually than either total agreement or
occurrence agreement percentage. Only information on two of the cells
from the fourfold table are extracted from the raw observations. The
person computing reliability has to scan only one observation until he finds
an oceurrence indicated and then check to see if the same interval is marked
in the second observation. However limited, this measure is used in some
projects, probably because of the ease and speed with which it can be
calculated, '
All percentage agreement formulas have the general form of

agreements

— X 100 = % agreement.
agreements + disagreements
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Differences in formulas grow out of differences in interpretation of what
should be counted as an “‘agreement” and what should be counted as a
‘‘disagreement.”” Major advantagés of percentage measures are their case of
calculation and interpretation. Although the question of ““how much®
agreement is necessary, good, or reasonable is not resolved (or a priori
resolvable) for any of the measures in Fig. 2, there seems some consensus
among behavioral investigators that average agreement at or above 70% is
necessary, above 80% is adequate, and above 90% is good. It is, of course,
much more difficult to achieve these standards using occurrence than total
agreement formulas. The most often cited limitation of percentage
formulas is the absence of any correction factor for differences in chance
agreement at different levels of response frequency. The issue here is not
simply one of chance agreement between observers—some degree of
spurious concordance is always a possibility (and probably a reality). The
problem is that at different response frequencies, the probability of chance
agreement differs, and to fail to correct for this introduces a bias into the
measure of association. One answer has been to use correlational measures
of association which are usually described as *‘controlling” for chance
agreement. The nature of this control is to devalue the concordance
achieved at high or low rates as contrasted with ‘“*moderate’ rates
(approximately 50% occurrence).

Clement’s formuia [Eq. (7), Fig. 2] is an alternative approach to the
problem of differences in chance agreement due to unequal numbers of
scored and unscored intervals, which assumes that chance agreement is least
likely with respect to the least frequent event (occurrence or nonoccurrence).
Clement presumes that one observer will be a ““criterion,’’ although this can
be a random choice. His measure of interobserver agreement varies between
0 (when both A and D are zero) and + 1 {when both B and C are zero). Harris
and Lahey (1978) have offered a modified version of Clement’s formulas
which weights the two agreement components to correct for *‘chance”’
agreement,

Kappa, pi, and lambda are all derived from the same theoretical
formula (Cohen, 1960):

coefficient = Lo = Fe
1~ B, °

where P, is the observer proportion of agreement and P, is the expected
proportion (chance agreement). The differences in computational formula
result from differences in the interpretation of the expected proportion
term, P,. Weighted kappa is a derivative formula which allows the
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investigator to state in advance that some types of error are more important
than others. Weighted kappa was developed for use with ratings which had
more than two possible values and has not been applied to observational
data. Qccurrence and nonoccurrence kappas are derivative formulas given
by Kent and Foster (1977). An extensive literature has grown on the use and
properties of kappa and weighted kappa (Cicchetti and Fleiss, 1977; Everitt,
1968; Fleiss and Clcchetti, 1978; Fleiss ef al., 1969, 1979; Landis and Koch
1977a,b). Fleiss (1965) derived a measure of association 7*, equivalent to pi,
and recommended that its use be limited to those cases where the marginal
distributions are evenly balanced. Lambda considers only agreements and
disagreements on occurrence, as does occurrence kappa, Obviously the
formula could also be calculated for nonoccurrence. Kappa, lambda, and phi
all vary between +1 (complete association) and —1 (complete dissociation).
Also, all three measures reach unity only if both error cell frequencies equat
zero, a situation Kendall and Stuart (1961) referred fo as ‘‘absolute”
association (all O,’s are O,’s and all O,’s are O,’s), in contrast to measures
which would reach unity if only one error went to zero (*‘complete”
association).

Yule defined a coefficient of association @ in 1960, given in Eq. (14)
(Fig. 2), which also varies between +1 and —1I. Q shows only complete
association, going to unity if either the B or the C error celi frequency is
zero. Another measure of association given by Yule in 1912 also varies
between +1 and —1 but shows absofute association, This measure V is
equivalent to phi: the product-moment correlation for dichotomous data
(Nunnally, 1967), Phi can be interpreted in a variety of ways, including as a
derivation of chi square corrected for sample size. A maximum value of
unity is possible only if the marginal distributions are equal, if the unequal
maximum value is less than + 1. Fleiss (1973) gave deiailed consideration to
the use of phi as a measure of association, He also suggested that vahies less
than 0.30 or 0.35 may be taken as indicating no more than trivial
association.

Maxwell and Pilliner (1968) developed a measure of association from
an analysis of variance model and then extended it to the case of
dichotomously scored data. The computational formula is given in Eg. (13)
(Fig. 2). The resulting statistic also varies between +1 and -1 and shows
absolute association. Holley and Guilford (1964) propose the & index varies
between +1 and -} and shows absolute association. Janson and Vegelius
(1979) classify both phi and the G index as E coefficients.

Another approach to a measure of interobserver association is the
computation of the probability of obtaining the observed number of
agreementis or more by chance alone. Yelfon ef g/, proposed a statistic in
1977 based on this approach. Their computational formula, given in Eq,



48 House, House, and Campbell

(19) (Fig. 2), is equivalent to Fisher’s Exact Probability Test (Siegel, 1956).
The computational formula given is 4 factorial expansion and somewhat
unrealistic to calculate by hand, even with the aid of an electronic calculator.

DISTRIBUTION EFFECTS

The most direct manner for the mathematically unsophisticated
investigator to gain an understanding of the different measures of
interobserver agreement is to calculate values for a number of possible
observation outcomes. Doing so will illustrate how each measure varies as a
function of the occurrence frequency, error frequency, error distribution,
and nonoccurrence frequency. Occurrence frequency simply refers to how
often a behavior is occurring. Behavioral investigators may refer to high
rate behaviors as occurring in excess of 80% of coded intervals, low rate as
categories occurring in less than 20% of coded intervals, and medium rate
as oceurring in between 40 and 60% of coded intervals. Obviously there are
not absolute standards as to what is a “high’’ or a ““low’’ rate of an action.
In terms of the fourfold table of interobserver outcome, the two sums A + B
and A + C represent the estimates of behavior frequency by observer ! and
2, respectively.

Error frequency refers to the number of disagreements between the
two observers: the sum of cells B and C, Error balance refers to the ratio
between the two error cells; B/C (or C/B). If errors are *‘balanced”
between the two observers, approximately equal numbers of errors are
being made by both and the error cells will be approximately equal (B = C).
Skewed error distributions are when either of the error cells is dispropor-
tionately larger than the other (B > C or B < C). The significance is that
skewed balances more likely suggest a type of error is being made that might
bias resuits (Hartmann, 1977; House, 1980}). Nonocurrence frequency is
exactly analogous to occurrence frequency: the occasions a behavior is not
recorded (B + D)and (C + D).

In order to contrast several common measures of interobserver agree-
ment across 4 wide range of possible outcomes of a reliability check, the
data in Table I were assembled. For a hypothetical observation generating
100 intervals of data, a range of possible outcomes of observer concordance
was generated informally, dictated by several considerations: sampling a
wide range of occurrence frequency, nonoccurrence frequency, error
frequency, and error balance. The relatively few actual examples of formula
scores in the literature are universally based on only a small number of
possible matrices of interobserver agreement. In case the reader is
wondering why the authors did not simply compute all outcome
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possibilities, it should be pointed out that the number of unique outcomes
of a two by two matrix grows as an accelerating function of the sum of the
cells, For N = 100, there are 176,851 possible solutions (R. Forcade and
J. M. Cook, personal communication). Of this rather large universe of
outcomes, 100 were sampled,* and for each of these the following measures
of observer concordance were calculated: kappa, phi, lambda, I0A,
occurrence percentage, nonoccurrence percentage, mean percentage, total
percentage, weighted occurrence percentage, and weighted total percentage.

The reader is encouraged to examine Table | and note how the
measure values change as a function of the outcome. Several irends become
apparent with some study. For kappa, phi, and IOA, two influences can be
noted. The values of these measures are greatly influenced by the overall
level of occurrence of the behavior. These four measures take on their
greatest values for a given number of observer disagreement when agree-
ments are equally divided between occurrences and nonoccurrences. For
instance, kappa for the outcome 70-6-4-20 is 0,73, while kappa for 50-6-4-
40 is 0.80. Corresponding values for phi are 0.73 and 0.80, and for IOA 0,85
and 0.90. The effect of correcting for chance agreement is simply to make it
more difficult to obtain high levels of observer agreement at either high or
low frequencies,

M% also assumes higher values at roughly balanced rates of occurrence
and nonoccurrence. T% and W% assume exactly the same value for any fixed
number of agreements regardless of how the agreements are divided among
occurrences and nonoccurrences, O%, NO%, C%, and lambda fluctuate
nonsymmetrically since they utilize data from only three cells,

A more disturbing trend with kappa, phi, and IOA is that these
measures assume greater values when the balance of observer disagreements
is very skewed. For instance, kappa for 70-6-4-20 is 0.73, while kappa for
70-10-0-20 is 0.74. Corresponding values for phi are 0.73 and 0.76, and for
IOA 0.85 and 0.98. This trend toward high values with skewed error
distributions is of concern because the investigator would usually be more
concerned over this type of observer error, as it is more likely to reflect
serious bias in coding (House, 1980}).

Lambda has the advantage of assuming higher values for a given
nummnber of observer disagreements when the two error cells are approximately
balanced. O%, T%, M%, NO%, and W% assume the same value
regardless of the error cell balance, C% increases with the error cell balance
in the examples in Table I, but would decrease if based on cells A, C, and D
rather than A, B, and D.

*An expanded version of Table [ with values for 210 reliability check outcomes is available
from the authors.
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Kappa, phi, IOA, T%, M%), and W% are symmetrical with respect to
agreements on occurrence versus nonoccurrence: The value for 20-5-5-70
will be the same as the value for 70-5-5-20, Lambda, O%, C%, and NO%
are asymmetrical-—the first three being solely functions of cells A, B, and C,
and NO% solely a function of B, C, and D,

All measures have an upper limit of 1 {or 100) which they will assume
whenever B and C are zero. Two measures, IOA and C%, register complete
as well as absolute association. [QOA goes to unity whenever cell C is zero
regardless of the values assumed by A, B, and D. C% would go to 100
whenever cell B was zero (not reflected in Table I).

THE CHOICE OF AN INDEX OF ASSOCIATION

The practical question facing the behaviorat observer is which measure

of observer concordance to use, Hartman (1977) maintains that correlational
measures are preferable fo percentage measures on the basis of their
mathematical properties (correction for chance agrecement) and their
adaptability to generalizability theory (Cronbach ef /., 1972). Fleiss (1975)
reviews several correlational measures and recommends kappa and r,, over
other possibilities (including phi) on the basis of their statistical properties.
Another set of considerations concerns such practical questions as ease of
computation. Percentage measures are generally easier to calculate than
correfations. This may be an important factor to the average investigator.
House ef al. (1980) demonstrated that occurrence percentage is calculated
not only more rapidly than kappa and phi, but also more accurately by
students using electronic calcuiators. Unfortunately, except for a few
technical notes (e.g.,- Knapp and Loveless, 1976; McQueen, 197%), few
authors have addressed practical procedural issues affecting coding and
reliability.
_ Rather than champion a candidate for **best measure,’” we would like
to pose several considerations about which an investigator might think, This
failure to voice a preference is based on a conviction that there is no “‘best
measure.” All measures have to be used with certain cautions in mind,
hence the following general considerations:

(1) All the measures reviewed in this paper are ultimately based on the
same data; the fourfold tables of observer concordance. Although never
proposed to our knowledge, an interesting possibility would be reporting
the mean values of celis A, B, C, and D across observations fformula (20)1.

{2) The decision of which measure to use should not be based solely on
statistical factors, Mathematics is a tool for accomplishing the task at
hand; sometimes we become confused as to the relative importance of the




54 House, House, and Campbeil

tool and the task—a type of infellectual snobbery. Simple measures that are
easily understood and interpreted have much to recommend them as long as
their limitations are borne in mrind. One problem with complex measures is
that we do not undersiand them well enough {o recognize their limitations.
In the words of Baer (1977): “just because it's reliable doesn’t mean you
can use it.”’

(3) The decision should not be unduly influenced by appeals to as yet
unsubstantiated theoretical conceptions. For instance, generalizability
theory may be a valuable conceptual framework for viewing the problems
of observer accuracy and validity, as Hartmann (1977) and others (Jones et
al., 1975; Mitchell, 1979) have argued. But to date this value is more
potential than realized. An equally compelling case could be made for
viewing observer reliability within the frame of human vigilance research
(Mackie, 1977) where percentage measures of agreement are typical. The
point is that neither theoretical position has a clear empirically demonstrated
utility for observational research.

(4) There are issues beyond the choice of a measure that merit thought,
Seldom are agreement data on individual observations reported; more
typically a summary statistic is given for a series of observations-—mean
percentage agreement, median kappa values, efc. The choice of summary
procedure (mean versus median, for instance) may affect the reported
results as much as the measure chosen. Also, unfortunately, data are often
reported collapsed across observation categories as well as across
observations. A single summary statistic is reported. This sacrifices a great
deal of information, may obscure areas of greaier or lesser uncertainty, and
reduces the reader’s evaluation to an oversimplified ‘“‘good enough/not
good enough® discrimination. The computational method is only one of
several factors affecting reliability (cf. House and House, 1979; Kaydin,
1977).

(5) The problems of measuring observer agreement are unlikely to
disappear. As long as observer records remain a mainstay of behavioral
data, there will be the necessity to grapple with the issues raised here. With
certain problems investigators have been very ingenious in devising
permanent product measures {Hughes ef al., 1978). Audiotape records that
can be *‘observed”’ over and over until acceptable agreement is obtained
have been explored as an alternative to direct observation (Christensen,
1979; Johnson and Bolstad, 1975; Johnson ef al., 1976). Despite these
alternatives, it seems likely that direct behavioral observation will continue
to be an important method,

{6) These difficulties should not obscure the tremendous value and
utility of observational procedures, House (1978) has argued for recognition of
the robustness of observational measuyes. Direct sampling of relevant
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actions in natural settings is and will undoubtedly remain the major sirength
of behavioral assessment,
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